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- Why Cisco is talking about cloud? They are a router company...
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* OK, fine . But why Cisco is talking about cloud to ME-
I’'m a networking geek...

CISCO
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Agenda

* Cloud Computing Terminology - Refresher
 Hybrid Cloud

* OpenStack

* OpenStack@Cisco



Cloud Requirements

Self Service Consumption Model

Rapid Provisioning

Elastic Resource Allocation @

Pay-As-You-Use

Frees up IT from mundane setup
tasks and allows end users to get
what they want, when they want it

Commissioning or decommissioning
resources within minutes instead of

Rapid scalability of virtual and physit
Automated deployment

Consume metering, accounting,
charge-back




Barriers of Physical Infrastructure

Wan/Edge

ASR
1006

Services
ACE

4710, [ozfle=s,
ASA 5555@%
ASA &Y

5585-X

Agg/ Nexus
Access 7g04

ICS Nexus
5548

Virtual ucs
Access/ 6248
Compute "

L2 Connectivity is required between
Physical Servers

Service Scalability?
Only 4K VLAN

VM migration everywhere?
L2 POD boundary exists

Easy provisioning?
Vendor-specific VLAN creation methods

Create VLAN on every physical link which is
required for the service

Complex service-chaining consume many
VLANS

What about Network Services?
Lot’s of dedicated Appliances (FW, LB)
Limited multi-context scale
Multi-vendor



Virtual Overlay Networks

Large scale L2 domains:
Tens of thousands of
virtual ports

Common APIs

Scalable DC segmentation
and addressing

= VXLAN (GRE, NSX etc)

Virtual service appliances
and service chaining/traffic
steering

Multi-hypervisor platform
support: ESX, Hyper-V,
OpenSource Hypervisors

Physical and Virtual:
VXLAN to VLAN Gateway

OpenStack
Neutron API AN

Virtual
Services Nexus 1000V
Physical
_@ (VLAN)

Network

M VXLAN
Gateway
Any Hypervisor

ASA 1KV VSG

VWAAS % % % % %
T ssg5¢
evan s | [renan 2] |renancs SS§ESS

Virtual Physical
Workloads Workloads



Virtual Extensible Local Area Network
(VXLAN)

- Ethernet in IP overlay - Tunnel between hypervisors
network VMs do NOT see VXLAN ID
Entire L2 frame encapsulated in UDP . yX|_ AN-VLAN Gateway
50 bytes of overhead Nexus 1000v
- Include 24 bit VXLAN Identifier Nexus 3100 (future)
16 M logical networks Nexus 7000 (future)
Mapped into local bridge domains . Technology submitted to IETF

for standardization

With VMware, Citrix, Red Hat,
Broadcom and others

draft-mahalingam-dutt-dcops-vxlan-05.txt

- VXLAN can cross Layer 3

Outer | Outer Inner Inner | Optional Original

Outer Outer | Outer | Outer | VXLAN ID

80210 | PoA | psa | uop | abits) | MAC | MAC | Inner EUIETHICE

DA SA 802.1Q Payload

MAC MAC
DA SA

<€—— VXLAN Encapsulation =——> €— Original Ethernet Frame —>
B e [ I DU e N




Cisco Virtual Networking and Cloud Network Services

Cloud Network Services

Physical vPath /XLLAN Nexus 1000V
Infrastructure

Tenant A

Imperva Ciseg

SecureSphere Vst
WAFE  Gitrix _ security
NetScaler Firewall ateway

&~ 000v

Cloud
Services
Router
1000V

AUZAVARS) @

Multi-Hypervisor (VMware, Microsoft, KVM*, XEN?)

Nexus 1000V ASA 1000V VWAAS CSR 1000V Ecosystem
(Cloud Router) Services

- Distributed switch - VM-level - Edge firewall, - WAN - WAN L3 gateway - Citrix NetScaler
. NX-OS controls VPN optimization - Routing and VPN 1000V
consistency + Zone-based + Protocol + Application + Imperva Web
FW Inspection traffic App. Firewall
6000+ Customers Shipping Shipping Shipping Shipping Shipping



Cloud Service Provider - Delivery Models

*ﬁrtual
/ Priyate
/ Dedicated Cloud

Collocation ~—
. Cloud VPC delivered from
Services

shared Multi-tenant
environment
Self managed or
SP managed

\-—/_
== = Resources dedicated

Resources owned and to customers.

Managed by Self managed or
customers. SP managed

in SP Data Center ‘ w

'Managed

Cloud

S —
Resources dedicated
SP managed

" Public

Cloud

—

Shared resources
from Multi-tenant SP
environment.
SP managed ‘ Clouds
P

Hybrid
Cloud

Customer
Private
Cloud

.- I



Maijor Cloud Service Types

Private Infrastructure Platform as SoTErE A
as a Service a Service a Service
Cloud e (PAAS) (SAAS)

Applications
Runtimes Runtimes
Databases Databases
Security Security

Servers Servers

I:l Virtualization

| | Storage

Managed by You
Managed by Provider

Virtualization Virtualization

Networking Networking

i)

Storage Storage
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Definition of Hybrid Cloud

NIST

The cloud infrastructure is a
composition of two or more distinct
cloud infrastructures (private,
community, or public) that remain
unigue entities, but are bound together

by standardized or proprietary
technology that enables data and
application portability (e.g. Cloud
bursting for load balancing between
clouds)

TIr
CISCO.

Core Context
Workloads Enterpri se Workloads

Financials Private Cloud Collaboration

Regulated Hosted on premise, supported Test &

Information by the customer Development
Compute' Storage | Network

//Hybrid Clouth ]
N\

S

’ Elastic hosted resources, bridging
on-prem & off-prem, private,
Enterprise to SP virtual system
resources

irtual Private Cloud - | Public Cloud

dhialn Powered
Set of secured private _ciseo Cloud Servie Resources Available to
resources oh a multi- tenant general public
public cloud, not connected to /
enterprise
Compute‘ Storage | Network Compute | Storage | Network



Hybrid Cloud References

@mc e Products ~

the open cloud company

B LiveChat J Sales: 1-877-934-0409 & Support: 1-877-934-0407

Login ~

Solutions ~ Fanatical Support ~ Learn ~ About ~ Q

W LIVECHAT = == CONTACT

verizon
terremark AboutUs Services Solutions DataCenters

©w United States

Partners Resources

RACKSPACE’

HYBRID CLOUD

Create the Perfect Cloud
for Your Business.

Enterprise Cloud with CloudSwitch, the
seamless hybrid cloud solution that's
revolutionizing enterprise IT.

CloudSwitch

Overview What We Offer

Share this on: [ 3 £2

Enterprise Class Cloud Computing

Terremark’s Enterprise Cloud sets the standard for enterprise-class cloud Home / Cloud Hosting / Hybrid Cloud
computing—with the SLA levels, security models, professional services, and
world-class data centers that allow organizations to run their critical applications
in the cloud with confidence. Enterprise Cloud now includes award-winning
CloudSwitch software that bridges your data center with Terremark's cloud
computing services to create a compelling hybrid model for enterprise IT.
Enterprise Cloud becomes a seamless, elastic extension of your IT infrastructure
(whether your own data center or a Terremark colocation or managed services
environment). New and legacy apps can be deployed into the cloud with point and
click simplicity, and managed as if they were running locally.

Enterprise Cloud Services

vCloud Express

Enterprise Cloud
CloudSwitch
Features and Benefits

Get the right technology
for any application

You don't need to compromise. From the control of a single-tenant
environment to the scalability of the public cloud, Rackspace can
deliver the flexibility you need. Rackspace hybrid clouds use our
RackConnect technology to bridge your entire infrastructure
—including your dedicated servers, virtual servers, and public
cloud deployment. CONTROL < > AGILITY

oo
FU]]TSU Global | Change ¥ \Search—

Services (¥] | Products [v] Support [¥] | Corporate Information ¥ |

Architecture
Security
Enterprise Cloud Managed Edition

Rather than endless data center build-outs, prise Cloud with C

software lets you run your applications in much more agile and cost-effective
ways. Whether you're migrating existing applications to the cloud or creating new
ones, your cloud-based resources will integrate automatically with critical
internal processes and management tools. Offload non-critical applications to
preserve your data center resources, or automatically scale out applications when
usage spikes—all this and more, without changing anything, and with the security
your business depends on.

Enterprise Cloud Private Edition

Enterprise Cloud Federal Edition

Home Support & downloads ~ My IBM - Welcome [ IBM Sign in ] [ Register ] Solutions ¥ | Fujitsu Cloud (v|

IBM Hybrid Cloud Solution

Features and benefits
and S

Home > Services > Application Services > Hybrid Cloud Services

Private and Public Cloud Resources

Services Related Links.

Consolidate and simplify the integration and management of on-premise and cloud computing
resources by bringing together critical end-to-end cloud tect
management capabilities and Cast Iron’s Integration technology.

Contact IBM 3 Blisinoes Sarvices Contact Us

like Tivoli's a3
. % + Application Services Il
! v |
> SAP Enterprise
' Considering a purchase? Management ’ -

Businesses are increasingly turning to hybrid cloud solutions to reduce costs and enable more
scalable and flexible business processes. Hybrid cloud environments Involve complex €D Reauesta quote
Email IBM

« Contact us online

Related Links

> Legacy Modernization
+ Cloud Challenges

« Cloud Customer

management challenges. First, organizations struggle to maintain control over the resources

that lie outside of their managed IT scope. They also need greater infrastructure visibility to help > Hybrid Cloud Services

reduce maintenance costs and ensure that their company data and resources are properly o o . Successes

r call us af s
handled and secured. 877-426-3774 > Software as a Service + Cloud Opportunities
By combining integration technology from IBM WebSphere® Cast Iron® and IBM Tivoli® ey A S Hybrid Cloud Services s=Fiftelirsted: Gloud
enterprise management capabilities, organization can create a hybrid cloud solution that 9 Solutions

enables: Services + Why Fujitsu?
Control and management: Define policies, monitoring and performance rules for the public > Product Support Services  Creating the right cloud blend
cloud in the same way as on-premise resources. As a result, organizations can more easily Yt i )

As organizations embrace cloud computing, they have become acutely aware that no single

control costs, IT capacity and regulatory concerns.

Data Integration: Monitor, provision and integrate to support "cloud bursting"--dynamic
relocation of workloads from private environments to public clouds during peak times.

Security: Enable better control of users’ access by synching the user directories of on-premise
and cloud The aL synchr means users can only gain entry to the
information they are authorized to access.

Dynamic Monitoring, p g and integ allow its hybrid
cloud 1o support "cloud bursting,” which is the dynamic relocation of workloads from private
environments to public clouds during peak times. Such dynamic provisioning Is controlled by
IBM technical and policies. The g will also allow sysadmins to even
re-allocats IT resources to handle workloads moving from private on-premise systems to public
clouds during peak times.

approach to cloud can be applied universally across their IT portfolio.

Public cloud services offer an unprecedented opportunity to decrease the cost of IT, while
increasing responsiveness to changing business requirements. In some cases, though, the delivery
of IT as a service from data centers, via the public internet, may be viewed as most suitable for
commodity applications, or low-risk data.

With the private cloud model, the shared, cost-efficient IT i is under the
control, either on-premise or at a service provider's facilities. While still requiring upfront capital

investment, this is critical to ensuring optimum security and service levels requirements for many key

applications.

12 trends
for 2012
and beyond




Drivers for Hybrid Cloud

Public cloud is not sufficient as a standalone platform for all use cases

Business customers are looking for the best of both worlds: flexibility
and elasticity of the cloud and security and performance characteristics
of traditional hosting.

Ability to integrate different platforms: Business application, IT assets
need to be deeply integrated with virtual private cloud or public cloud
services.

Community cloud — cloud shared between multiple organizations,
addressing specific industries’ workloads/applications.




Hybrid Cloud Economics: Vacancy Tax

- Current data center utilization 35% «  The economic benefit of a Hybrid < Avirtual + bare-metal hybrid-cloud
- Vacancy Tax: 65% Cloud is the transfer of the solution can (theoretically)
vacancy tax to a provider cloud address the entire vacancy tax
All Workloads in Enterprise Data Hybrid Cloud Supporting Hybrid Cloud Supporting Distribution of
Center (No Hybrid Cloud) Distribution of Virtual Workloads Both Bare-Metal and Virtual Workloads
Reduced CapEx Reduced CapEx

Time Time Time
Vacancy Tax Vacancy Tax
Legend Reduced = 20% Reduced = 90%
Consumed . Vacancy . External Resources
Resources Tax Consumed




laaS Hybrid Cloud Use Cases

Cloud Burst / Peak Workload Lab / Dev Test

DevTest Application
across private and
virtual private cloud

vSLB vFW

- (WA

mon) ¥ e cioud

Clone
Operation

Enterprise
SL vFW Colo / ﬁ
Bursting from private iy Private .-

cloud to virtual private or Cloud

public cloud for peak
workloads

Organizations can:
* Leverage compute resources in SP cloud (Public or VPC)

QA organization can:

* “turn on” capacity when needed

» Control cloud usage and maintain security policies
* Make substantial Capex saving

for planned overflow linked to Cyclical events ( holiday
shopping, periodic reporting, marketing campaign ...)
* Scale out internal compute tiers seamlessly and securely
» Make substantial Capex saving



Hybrid Storage and Disaster Recovery Use Cases

Hybrid Storage Services

Disaster Recovery Services

Private Cloud

entral Office SP Storage

: SP Storage
Continuous : g

Replication

Replication
Appliance

Replication
Manager

SP Backup
anagemen
Storage Tiering = Portal
[ virtual appliance

Local
Storage

Recovery

Cloud Recovery
(Public or Private)

Agent for "% @
Roaming Remote

Laptop Office
ISR G2 (UCS—E)\ &;‘
with Cloud Tiering

/ NAS virtual - Storage
appliance

Hybrid Storage Services enables Business to keep some
of their data onsite to meet strict legal compliance or
internal company requirements and move data to the SP
Cloud Storage services for additional archiving capacity,

Disaster Recovery as a Service (DRaaS) provides
business with cost-effective solution to replicate critical
servers (Physical or Virtual) to SP Cloud and recover
failed servers either in SP Cloud or customer private
Cloud.

replication.




Hybrid Cloud Use Case: Peak Workload

Web Web Web Web

bl I .

) el [ Public ClI
o | oo | B [0 | [ ver || wer ublic Cloug
e Sememmss oy A g
1. Upload ,Router” VM image to Public Cloud 7. Spin-up N pcs of ,Web” VM
2. Upload ,Web” VM image to Public Cloud s Attach Web” VMs to Private VLAN

3. Create Private VLAN in Public Cloud : , :
9. Re-configure ,Web” serverfarm in Load-balancer

4. Spin-up ,Router” VM _
10. Reconfigure ,Web” monitoring service
5. Configure ,Router” VM for secure L2 extension

6. Attach ,Router” VM to Private VLAN
I [ [ N B N |



Cisco Solutions for Hybrid Cloud
Network Extension

Legend
CSR 1000v (Cloud Service Router) + OTV [— otV - L.sp]

Enterprise Service Provider

~ Tenants

- Extends Layer 2 for both virtual and physical environments
* Requires IP connectivity (MPLS not a requirement)

 Can be used also to terminate MPLS/IPSec VPNSs in Tenant VPC



Cisco Solutions for Hybrid Cloud
Network Extension

Nexus 1000v InterCloud

Enterprise Service Provider

VM Manager - —~ —_
Integration N Other
, L2 Virtuajess Tenants

Private Cloud ==

\Y \Y V B
> -
( N1KV InterCloud )

« Secure L2 extension to the Cloud with workload mobility

« Extends Nexus 1000v port-profile/security-profile to cloud without
provider intervention, controlled by enterprise manager

B e e .- I



Public / Hybrid Cloud Reference Architecture

Public
Cloud
Admin

End

User
Enterprlse Cloud Public Cloud
Portal Portal
Enterprise Cloud H Cloud Publlc Cloud
Orchestration Engine API Orchestration Engine

W




Cloud Technology Stacks
e

@ vmware MicrOSOﬁ: ﬂpcpstack' cloudstack CiSco.

Cloud Portal DV,CIO':Jd/ System Open o ClétC/ K/
and Orchestration LELLD] Center Source penstac
DynamicOps Partners
ONE Controller ONE Controller ONE Controller ONE Controller
ASA 1KV ASA 1KV ASA 1KV ASA 1KV
. AUTZAVARS ATZAVARSY AAVIVZAVARS AUTZAVARS ¥
Virtual Network CSR 1KV CSR 1KV CSR 1KV
Infrastructure ucs
Central
Nexus 1KV Nexus 1KV Nexus 1KV r

Open Source vSphere, Hyper-V,
(Xen, KVM) Xen, KVM

-
Physical Network Nexus 2K-7K + ASR 9K (Edge)

e
B EHEN B 4 §ITeaaaas

Cisco Confidential

ONE

i vSphere
Hypervisor Controller




Example Hybrid Cloud Providers

Cloud Technology Cloud API

Sawvis VMware vCloud REST (XML)

Verizon Terremark VMware vCloud,; REST (XML)
CloudStack

RackSpace OpenStack REST (XML/JSON)

HP OpenStack REST (XML/JSON)

Amazon AWS EC2 Query



Cloud APIs: REST

« The REST interface use only the standard components of HTTP
request messages to represent the API action that is being
performed:

« HTTP method: describes the action the request will perform

* Universal Resource Identifier (URI): path and query elements that
indicate the resource on which the action will be performed

* Request Headers: pieces of metadata that provide more information
about the request itself or the requester

* Request Body: the data on which the service will perform an action

« Data format: XML or JISON



REST API| example (Verizon Terremark

 Create VM

POST
https://services.enterprisecloud.terremark.com/clouda
pi/spec/virtualMachines/computePools/{computePoolId}/
action/createBlankVirtualMachine
<CreateBlankVirtualMachine name="">
<ProcessorCount></ProcessorCount>
<Memory>
<Unit></Unit>
<Value></Value>
</Memory>
<Layout>
<Row href="" name="" />
<Group href="" name="" />
<NewRow></NewRow>
<NewGroup></NewGroup>
</Layout>
<Description></Description>
<Tags>
<Tag></Tag>
</Tags>
<OperatingSystem href="" name="" />

<Disks>
<Disk>
<Index></Index>
<Size>
<Unit></Unit>
<Value></Value>
</Size>
<Name></Name>
</Disk>
</Disks>
<NetworkAdapterSettings>
<NetworkAdapter>
<Network href="" name="" />
<IpAddress></IpAddress>
<IpAddressV6></IpAddressVe6>

</NetworkAdapter>
</NetworkAdapterSettings>
<DetachedDisks>

<DetachedDisk href="" name=""
</DetachedDisks>

</CreateBlankVirtualMachine>

/>




REST API example (Verizon Terremark)

» Stop VM

POST https://services.enterprisecloud.terremark.com/cloudapi/spec/virtualMachines/{virtualMachineId}/action/powerOff

* Query VM Configuration

GET https://services.enterprisecloud.terremark.com/cloudapi/spec/virtualMachines/{virtualMachineId}/hardwareConfiguration




REST APl example (Rackspace

 Create VM

POST https://dfw.servers.api.rackspacecloud.com/v2/Saccount/servers

{

"server": {
"name": "my server with network",
"imageRef": "d42f821le-c2dl-4796-9f07-af5ed7912d0e",
"flavorRef": "2",
"max count": 1,
"min count": 1,
"networks": [
{"uuid": "538all12a-34d1-47ff-bfle-c40639e886e2"},

{"uuid": "00000000-0000-0000-0000-000000000000™},
{"uvuid": "11111111-1111-1111-1111-111111111111"}

* Delete VM

DELETE https://dfw.servers.api.rackspacecloud.com/v2/$account/servers/<id>

* Query VM configuration

GET https://dfw.servers.api.rackspacecloud.com/v2/$account/servers/<id>



https://https/dfw.servers.api.rackspacecloud.com/v2/$account/servers
https://https/dfw.servers.api.rackspacecloud.com/v2/$account/servers
https://https/dfw.servers.api.rackspacecloud.com/v2/$account/servers

Cloud APls: Query

* The Query interface also use the standard components of the
HTTP protocol to represent API actions; however these interfaces
use them in a different way.

* Query requests rely on parameters, simple name and value pairs,
to express both the action the service will perform and the data
the action will be performed on.

* When you are using a Query interface, the HTTP envelope
serves merely as a way of delivering these parameters to the
service.



Query APl example (Amazon EC2)

* Create VMs

https://ec2.amazonaws.com/?Action=RunlInstances
&lmageld=ami-beb0Ocaec

&lInstanceType=ml.large

&MaxCount=1

&MinCount=1

&KeyName=my-key-pair

&NetworkInterface.0.Devicelndex=0
&Networkinterface.0.PrivatelpAddresses.0.Primary=true
&NetworkInterface.0.PrivatelpAddresses.0.PrivatelpAddress=10.0.2.106
&Networkinterface.0.PrivatelpAddresses.1.Primary=false
&NetworkInterface.O.PrivatelpAddresses.1.PrivatelpAddress=10.0.2.107
&NetworkInterface.0.Subnetld=subnet-a6ldafcf

&AUTHPARAMS

« Stop VM

https://ec2.amazonaws.com/?Action=Stoplnstances
&Instanceld.1=i-10a64379
&AUTHPARAMS

http://docs.aws.amazon.com/AWSEC2/latest/APIReference/Welcome.html



‘Is the Amazon Web
Services AP
the equivalent of
Cisco's command line
Interface?

Alistair Croll (Information Week)
http://www.informati

. . onweek.com/cloud-Cc nirastructure, -Stack-wars-tougn-questions,



So What? What can | do with all this?

* Let’s create an Educational Cloud - Operated by NIIFI

Acts as Community Cloud — common addressing, existing trust

Develop/establish Self-Service Portal for efficient provisioning
= Both for ,external” organizations and internal operation people

Large organizations (universities) MAY have Private Clouds

So develop/establish Cloud API

Hybrid Cloud use cases (Peak workload)

Recommended Cloud operating system: OpenStack

Cisco Hungary is willing to contribute



Why OpenStack?

Avoids vendor lock-in
 Open source with more than 180 vendors contributing

Ready for mission-critical private clouds
« 8™ major release

| High Cisco Contribution
i“‘“"'“"w*ﬂ«w- Ay « Cisco Cloud CTO is Vice-chair of board

i ' Lew Tucker

R 3
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What is OpenStack?

n OpenStack is an Infrastructure As A
Service (laaS) cloud computing project

openstack”

“...provides a means to control (administer)
compute, storage, network and virtualization
technologies...”



OpenStack: A Brief History

* NASA Launches Nebula
= One of the first cloud computing platforms built
by the Federal Government for the Federal &) NEBULA Clow! Cormpting Plation
Government
Announcing Nebula laaS Launch Getting Started
- March 2010: Rackspace Open Sources e R i
Cloud Files software, aka Swift e e | €T

completed in the coming weeks

 May 2010: NASA open sources
compute software, aka “Nova”

« June 2010: OpenStack is formed

« July 2010: The inaugural Design
Summit



OpenStack Timeline and Releases

=
Q Mar May June July
M\
---}--0 0 0 0
Rackspace Open  NASA Open OpenStack Inaugural Design
Sources Swift Sources Nebula  Formed Summit in Austin
@) — N O\—r|>
— o p, o
o Q Q N
~N (Q\| (q\|
= fo) - Q. s Q S 5]
(&) [3) o ) o ()
O L < o) < ) < O
N N N N N N N
I (VAN BV U Ul U (VAN BV O‘ - I‘ -
Austin Cactus Essex Grizzly Icehouse
Bexar Diablo Folsom Havana



OpenStack Community

g atat

®

@ @ vrnWG re BHUC#DEBI

/@v big switch
MIRANTIS

Big Switch

""" T =55 | ARISTA
Deutsche Telekom Arista Networks

M (intel. O VYATTA

Mellanox

n Intel Vatt
BROADCOM. ciTrRIX NEC
vifvan], ® NTT
CISCO

NTT



OpenStack Production C

(Drackspace.  Rackspace

HOSTING
Hosting & Cloud Computing

HP

Information Technology

...... T-. Deutsche Telekom

Service Provider

atfvan]
CISCO.

Webex

eployments

INTERNAP Internap

Service Provider

JE. INFORMATION iSuperGrid
= HPC & Cloud Services Provider

o AT&T

@ Communications




OpenStack Software Modules (,Projects”)

Orchestration (,Heat")
Dashboard (,Horizon”)
Compute (,Nova”)

Block Storage (,,Cinder”)
Object Storage (,Swift”)

Network (,Neutron”)
Image (,Glance”)
ldentity (,Keystone”)

Metering (,Celiometer”)

Neutron

Heat

Orchestrates
cloud

Provides
Lul]

i

Backups volumes in

Keystone —<«———



OpenStack Network Service (Neutron)

Provides “network connectivity as a service” between devices
managed by other OpenStack services

Provides abstractions and functionality needed for cloud
networking

Why Neutron?

= First-gen networking under Nova is limited
= Provide tenants an API to build rich networking topologies *
= Foster innovation through plug-ins

Former name was Quantum

Neutron



Basic Neutron API Abstractions

Nova virtual server

< virtual interface
(VIF)

virtual port
L2 virtual network

Neutron
Virtual subnet

“virtual networks” and virtual subnets are fundamentally multi-
tenant, just like virtual servers (e.g., overlapping IP's can be used on
different networks)



Neutron API| Extensions

Neutron Base API v2.0 Neutron API Extensions

- Networks - Routers
Create, Delete, Update Create, Delete, Update, List, Show
HEl, STEY - FloatingIP

- Subnets Create, Delete, Update, List, Show

Create, Delete, Update

QoS, ACLs, LBaaS

List, Show . : .
- Security Filter Policies
« Ports
- Netflow
Create, Delete, Update
List, Show - Port Profiles/Statistics



OpenStack Processes, Networks and Hosts

* Network node(s)
functions as L3 router for
gateway and adjacent Management Network
VLAN traffic (via IP tables
configured by L3 Agent)

nova-api
+ Data Network:

= Private Tenant Network . _
Traffic -plugin-agent

dhcp-agent

nova-compute nova-scheduler

» : neutron-server
-plugin-agent

Local L2 VM traffic I3-agent
bridged/switched on host

= Flat Networking Traffic
VLAN Traffic across Nodes Network Node Compute Node

= GRE or XVLAN tunnels
across Nodes

keystone

mysq|, rabbit...

Cloud Controller
Node

API Network

* North/South Traffic uses
Network Nodes as

Gateway to External Network
Public/External Networks

API Network is
typically routable to
enable public access

* Multiple Network Nodes
for high throughput




Nexus Routing with VLAN Networking

* Netwo
functio outer for
gateway
IP tables

Agent)

« Data Network:

= Private Tenant Network
Traffic

Local L2 VM traffic
bridged/switched on host

= Flat Networking Traffic
VLAN Traffic across Nodes

= GRE or XVLAN tunnels
across Nodes

» SVI configured on Nexus
for L3 forwarding and
external Gateway

Management Network

nova-api

dhcp-agent nova-compute nova-scheduler

neutron-server

*-plugin-agent

*-plugin-agent
keystone

mysq|, rabbit...

Network Node Compute Node

Data Network ‘

Cloud Controller
Node

API Network

API Network is
typically routable to
enable public access

External Network




OpenStack with Nexus 1000V

* Foundation of VMDC
Virtual Services
Architecture

« vPath Service
Insertion/Chaining

* VXLAN Overlay
Networking

* CSR, VPN, Firewall, etc.

Management Network

dhcp-agent nova-compute

*-plugin-agent

*-plugin-agent
I3-agent

VSM/N1000V

Network Node

N1000V

Compute Node

API Network

nova-api
nova-scheduler
Neutron-server

keystone

mysq|, rabbit...

Cloud Controller
Node

External Network

API Network is
typically routable to
enable public access



CSR 1000V Routing

* Network or Compute
node(s) hosts CSR
router(s) as VM for
gateway and adjacent
VLAN traffic

* CSR Provides per tenant
isolation and full IOS
capabilities including VPN,
BGP, OSFP, MPLS, etc.

Management Network

dhcp-agent

*-plugin-agent

VSM/N1000V
Network Node

CSR 1000V

Data Network

nova-compute

*-plugin-agent

N1000V

Compute Node

External Network

API Network

nova-api
nova-scheduler
Neutron-server

keystone

mysq|, rabbit...

Cloud Controller
Node

API Network is
typically routable to
enable public access



OpenStack Network Topologies

TenanthA
VA
30.0.0.2

TenantB

30.0.0.3

TenantA
VM2
30.0.04

TenantC
VM1
30.0.0.5

Physical Router

Single Flat Network

Multiple Flat Networks

Physical Router

TenantC
VM1
30.01.3
30.02.2




OpenStack Network Topologies

TenantA TenantA TenantC TenantC
VM1 VM2 WM VM2

30.0.0.3 30.0.0.4 30.0.05

10.0.0.2 10.0.0.3 10.01.2 10.01.3

TenantA TenantA TenantC TenantC
VM1 VM2 T‘,m‘]'ﬁ VM1 VM2

30.0.0.2 30,003 200.0.4 30.0.0.5

10.0.0.2 10.0.0.3 B 10.0.0.2 10.0.0.3

Physical Router

Physical Router

Provider and Tenant Networks

Mixed Flat and Private Network



OpenStack Network Topologies

TenantA
VM2
30.0.0.5
10003

TenantC
VM1
30.0.06
10.0.0.2

TenantC
VM2
30.0.0.7
10.0.0.3

TenantC
VM3

10.0.1.2

TenantC
VM4

10.0.1.3

Tenant Routers and Private Networks

Physical Router
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Cisco’s Focus on OpenStack

Community Engineering
Neutron — Network Service
Horizon — Dashboard Cisco Product Integration

Keystone - Identity Nexus Plugins — Neutron
Swift — Object Storage UCS
Automation — PuppetLabs CIAC

HA Design Many other integration
openstack" efforts

OpenStack Board/PTL

» Cisco Validated Designs

« Start simple, build from there — Focus on
automation and HA

» Evangelization of what Cisco is doing - Thought
Leadership — Help customers know What, When,
Where & How

Customers




Cisco Integrates OpenStack

Cisco Intelligent Automation / Cisco Prime Service Portal

Nova Swift Glance Neutron
Compute Storage Image Network
Service Service Service Service

Cisco ONE Controller

Cisco Infrastructure Products

Unified Network -
Unified Services (L;nlfledt_
Fabric (N1KV) omputing

B e e .- I




Cisco UCS Packages for OpenStack

Networking Networking Networking
Control Nodes Control Nodes Control Nodes
Computing Nodes Computing Nodes
Storage Nodes
Storage Nodes Storage Nodes
Compute-Intensive Workloads Mixed Workloads Storage-Intensive Workloads




Curvature (demo @ April'13 summit)

Projects  Netmorks View  Images Contamers  About Current Project - demo  Logowt

* Visualisation tool for designing virtual application topologies
» Being developed at Cisco as a companion application for OpenStack
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